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1 Introduction

Many economists have recognized that productivity differences can explain differences in economic

growth across countries. Numerous studies have demonstrated the importance of technology transfer

to reduce the productivity gap between developed and developing nations.

As Montalvo and Yafeh (1994) note:

“Japan’s economic growth in the postwar period has been characterized by a very

rapid growth in productivity, achieved, to a great extent, through massive borrowing of

technology from more advanced countries.”

The main channels to transfer technology from a multinational enterprise (MNE) are foreign

direct investment (FDI), licensing, and imports by the host country. The importance of FDI for

economic growth due to the technology transfer it brings has been shown in many studies (see for

example Blalock and Gertler (2008), and Alfaro et al. (2006)).1

Licensing also constitutes an important source of technology transfer. Studies related to this

topic have mostly dealt with FDI exclusively. When thinking about imports as a source of technology

transfer, it is important to note that this could be a major channel as shown by Acharya and Keller

(2009).

In this paper, I will focus on the first two channels (FDI and licensing) for technology transfer

since in a recent trend, developing countries have introduced different measures to attract foreign

presence. As Zanatta et al. (2008) point out, a clear example of this trend is the recent economic

opening of China and also the amendment to the Indian Law of Patents in 2002 and the liberalization

of most aspects of FDI in India.

Note that to attract foreign presence, the institutional framework in developing countries is cru-

cial. Factors that affect the level of foreign presence are: political stability, labor market regulations,

infrastructure, human capital, and market size, which could attract or deter MNEs.

With the increasing importance of intangible assets in the current state of economic globalization,
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One example of spillovers for the Chilean economy is the US MNE Burger King, which produces

fast food. This MNE has been in Chile for 11 years, with 22 different licensees. In this case, it

is likely that licensee firms in Chile use intermediates from Chilean providers, such as food and

beverages from a local providers, packing containers of a given quality and so forth. This could

create backward spillovers in the economy.6

Thus, looking at the left side of Figure 1, if licenses are in the downstream industry (fast food),

it is plausible to think about transfer of technology to the upstream sector (such as containers,

tables, chairs, and so on), resulting in backward spillovers.

If licensing is in upstream sectors, downstream sectors could benefit through lower prices or

higher quality. The MNE Crown Aluminio from Taiwan, for example, is the licensor for the produc-

tion of glass and aluminum. Therefore, it is possible to think about licensees providing intermediate

goods at a lower price or a better quality, which could result in forward spillovers.

Figure 1: Spillover Effects of Licensing
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The remainder of the paper is structured as follows. Section 2 describes a theoretical model in

order to motivate the empirical study. Details about the data used are explained in section 3, while

the empirical analysis is in sections 4 and 5, while section 6 concludes.

2 Theory Model

The model is based on Maskus et al. (2005). Their original model deals with the choice of entry

of a multinational (either through FDI or licensing). In equ



costs through the need to establish distribution channels, gaining knowledge of the market, and the

like; it is assumed that FF > FL.

Moreover, following Yang and Maskus (2001) assume that the contractual costs of both FDI

and licensing decline with the level of IPR, that is:
dcj

dk < 0. However, it is reasonable to suppose

that these costs decline with k faster for licensing than for FDI:

∣∣∣∣
dcF (k)

dk
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This is a plausible assumption because licensees have a comparative advantage relative to FDI







Now consider the impact of a strengthening of IPR on the decision between FDI and licensing.

In this case, Maskus et al. (2005) have two direct effects. First, it will affect the slope of the line

L0 and second, it will affect its intercept. However, in the current model there will be a third effect

due to the presence of IPR in the operational profit function:

d(πF − πL)

dk
=
d((m(k) + r)∆F (k))

dk
+

id∆F (k)

dk
(4)

First, the cost of imitation increases and the rate of imitation m(k) would decline. Second, the

fixed costs of both FDI and licensing would decline. However, the reduction would be greater for

licensing since it is assumed that:
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Third, for the LHS of (1) we have:

d(πF − πL)

dk
=
dπF

dk
−

dπL

dk

Since the only terms included here that have (k) in it are related to the domestic and foreign

intermediate input requirements, d(πF −πL)
dk would give the effect on backward spillovers of a change

in IPR. Thus, for dπF

dk we have:
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Where:
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Therefore:
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The term d(πF −πL)
dk could therefore be either positive or negative. The intuition is as follows. If

this term is positive, it would mean that stronger IPR lead to an increase in ∆π = πF − πL. Then

it is more profitable to engage in FDI over licensing. As a result, there will be a strongly negative

effect on the demand for domestic intermediate goods, since FDI firms now demand lower levels of

domestic intermediate inputs. In turn, there would be lower backward spillovers.

If d(πF −πL)
dk is negative, FDI would be less profitable than licensing and the latter would rise.

Still, this outcome would also imply a negative effect on the demand for domestic intermediate

goods, which leads to lower backward spillovers. However, the effect would be smaller than in the

previous case.

Moreover, the sign also depends on the change of equilibrium quantities of intermediates used. In

this case it is possible to assume that the equilibrium quantity of domestic intermediates decreases

with stronger IPR and the quantity of foreign intermediates increases.

In order to know the sign of the LHS of (4) it is possible to see that:

sign

(
d(πF − πL)

dk

)
=sign



The result is that increasing IPR converts licensing to FDI for low innovation rates but shifts FDI

to licensing for high innovation rates (L1 line in Figure 2).

In the second case, it is possible that the decline in relative costs dominate the reduction in

imitation:

d((m + r)∆F )

dk
>0

Here the line shifts up and it is steeper (line L2 in Figure 2). Therefore, increasing IPR induce firms

to increase licensing unambiguously, regardless of the rate of innovation.

Therefore, there will be two hypotheses to be tested regarding impacts of an increase in IPR.

First, there is the effect on backward spillovers to domestic firms through licensing. Initially,

licensing implies higher demand for domestic intermediate inputs, which should result in higher

productivity. However, as a result of stronger IPR, there should be a decrease on backward spillovers.

Second, stronger IPR should shift the entry mode from FDI to licensing, depending on the level

of innovation or technology (high-tech vs. low-tech) in each industry. In this paper I will dwell on

the first hypothesis, while the second hypothesis is tested less rigorously.11

3 Data

3.1 Firm level data

The plant-level data used in this study comes from the Chilean Encuesta Nacional Industrial Anual

(ENIA).12 This survey is conducted by the Chilean National Statistics Institute (INE) and it covers

all the establishments (plants) with ten or more workers. Previous versions of this census have been

used by Pavcnik (2002), and Lopez (2008), among others. One study that uses this census for the

2001–2006 period is Gibson and Graciano (2011). The years covered by this study are 2001–2007.

The unit of observation is the “establishment” (plant). There are firms that only have one plant;

however there are firms that have more than one plant and that are integrated either vertically or

horizontally (multi-plant and also multi-activity).

11 For a more detailed treatment of the second hypothesis see Castro (2012).
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In the case of multiple plants that belong to a firm, the survey includes each plant of the firm.

Even though each plant has its own identification number (ID), due to statistical confidentiality

purposes, it is not possible to identify which plants belong to a given firm.13 Thus, each plant

has a unique ID number that allows one to follow its performance throughout time, permitting

longitudinal studies. In the present paper, the terms plant and firm will be used interchangeably.

However, I will refer to establishments mostly as firms.

Regarding the activity of firms, in order to classify the economic activity of the plant, I use the

International Standard Industrial Classification of All Economic Activities (ISIC) revision 3 from

the United Nations classification system. The level of disaggregation of economic activities is at the

four-digit level; however, due to data constraints this study focuses on two-digit aggregation.14 ,15

3.1.1 Data cleaning

The original dataset contains 37,307 firm-year observations. The first thing to note about the

dataset is that starting in 1974 Chile was divided into 13 regions. However, in 2007 two regions

were split, Tarapacá became Arica y Parinacota and Tarapacá; and Los Rios became Los Rios and

Los Lagos. In order to maintain the consistency of the dataset, the 1974 division is maintained

throughout the sample.

Next, since all the monetary variables in the dataset are in current pesos, it is necessary to

deflate them into real pesos. Two different deflators are used in this case. This study undertakes

estimation of Total Factor Productivity (TFP) as a central analytical element. Thus, for all the

variables that enter TFP estimation, such as value added and capital stock, I use a four-digit deflator

specifically designed by the INE for this survey. For variables, such as the value of licenses paid or

wages, that have a more macroeconomic meaning and where it makes more sense to use a wider

deflator, I use the more encompassing GDP deflator, provided by the Central Bank of Chile.

Some observations were purged in the data cleaning process. First, firms with negative value

added have been purged from the study. Second, there are three different industries that have been

13 This could present a problem if the majority of firms are multi-plant; however, as noted by Pavcnik (2002), using
a previous version of this dataset, around 90% of the firms have a single plant. For the 2001–2007 period, this
figure is around 89%.

14 See: http://unstats.un.org/unsd/cr/registry/regcst.asp?cl=2 for more detail.
15 The covered industries are, in terms of ISIC (Rev.3) codes, 17, 18, 19, 20, 21, 22, 24, 25, 26, 27, 28, 29, 30, 31,



excluded. Industry 27 at the two-digit level ISIC level (Manufacture of Basic Metals) has been

dropped from the study because the prices for these products are guided mainly by international

prices. This implies that such variables as value added and sales for these products do not reflect

the relation between inputs and output. Industries 30 and 32 (Manufacture of office, accounting

and computing machinery and Manufacture of radio, television and communication equipment,

respectively) have been drawn out of the study since there are not enough observations in each

case (11 and 51 for the entire sample, respectively) to have enough variation to properly estimate

productivity.

As explained above, in order to estimate TFP the data have been grouped at the two-digit ISIC

level. To better understand the distribution of the data, it is possible to look at the number of

observations and the description of each industry in Table A.1 in the Appendix. Note that except

for the Food and Beverages industry, the observations are fairly evenly distributed.

The rest of the observations that are purged are the firms that change either industries or region

(location) during the period of the study. Even though it cou





Figure 3: Number of Firms
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Supreme Court, whose seat is in the city of Santiago.

The Tribunal consists of six members and four alternates. Each of its members is appointed by

the President of Chile, from a list of names proposed by the Supreme Court, made after a public

merit competition. Members of the Tribunal must certify the possession of a law degree for a



The two different measures can be viewed in the graph below. Note that the Fraser and the





spillover effect. The backward spillovers and forward spillovers variables are calculated as:

Bjt =
∑

k,k 6=j

αjkHkt (10)

Fjt =
∑

k,k 6=j

σjkHkt (11)

Where αjk is the proportion of sector j output supplied to sector k, while σjk is the share of inputs

purchased by sector j from sector k.

Finally, the vector Zjt includes measurements of foreign presence:

FDI Same Sectorjt =

∑



above. Therefore, for this study I will use their proposed method of estimation and perform robust-

ness checks with the previous estimation methods.

4.1.1 Total Factor Productivity (TFP) estimation

Total Factor Productivity (TFP) measurement has been an elusive issue in economics. At least for

the past half a century there have been attempts to analyze TFP either at the aggregate level and

more recently at the firm level.

As Van Beveren (2012) points out, firm level TFP assumes output to be a function of different

inputs and productivity. Thus, in essence, in order to analyze TFP it should be possible to determine

the functional form between output (either sales or value added) and inputs and then assume that

the residual is a good measure of TFP.

Therefore, it is crucial to take into account the new developments of TFP estimation and use the

most appropriate estimation technique in order to obtain TFP. In this study I use the Ackerberg,

Caves, and Fraser (ACF) methodology to properly estimate TFP (see Appendix C for an overview

of different estimation methods).

In order to estimate equation (22) using the Ackerberg et al. (2006) method and using skilled

and unskilled labor and the value of purchased electricity as a proxy for unobservable productivity

shocks. It is important to note that the results obtained are robust to different methods of TFP

estimation. The coefficients from the different estimation methods are depicted in Table C.1 in the

Appendix.

Note that I will only present the results of IPR changes on spillover effects using the ACF

method. It is important to note that using any other method described in the Appendix provides

qualitatively similar results. The reason for choosing the ACF TFP estimator is that it conveys

a more reliable estimation since it does not assume the exogeneity of any of the firm’s decisions

regarding labor as previous estimators do.26

A couple of important issues regarding TFP estimation is that data is grouped into two-digit

sector codes (see Table A.1 in Appendix). This is done due to the fact that there are not enough

observations at the four-digit or even at the three-digit level to properly estimate TFP.

Moreover, as explained in the data section, industry 27 (Manufacture of Basic Metals) has
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been excluded from the sample since the price (international prices) and thus the value added of

basic metals do not reflect realistically the conversion from inputs into an output. Moreover, two

other industries have been excluded from the TFP estimation, industry 30 (Manufacture of Office,

Accounting and Computing Machinery) and industry 32 (Manufacture of Radio, Television and

Communication Equipment), because in both industries, the number of observations is very small

in the entire sample (11 and 51, respectively) impeding reliable TFP estimation due to the lack of

variation.

4.2 Econometric issues

After estimating TFP, as noted by Javorcik (2004b) and Lopez (2008), there are a few econometric

issues that have to be taken into account when estimating equation (6). First, there could be firm

level time-invariant characteristics that are not captured in the model and make some firms more

productive (the most widely used example is managerial ability). Thus, it is necessary to estimate

the equation in first-differences. The resulting equation is equation (12).

∆log(TFPijrt) =α1 + β′∆Vjt + Γ′∆Xijrt + Θ′∆Zjt + ∆εijrt (12)

Which, in the full specification translates to:

∆log(TFPijrt) =α1 + β1∆Hjt + β2∆Bjt + β3∆Fjt + β4∆(Hjt × IPRt)

+ β5∆(Bjt × IPRt) + β6∆(Fjt × IPRt) + γ1∆Mijrt

+ γ2∆Oijrt + θ1∆FDISjt + θ2∆FDIDjt

+ θ3∆FDIUjt + θ4∆Herfjt + θ5∆Expjt + ∆εijrt

(13)

The second issue is that, there could be shocks at the industry or region level that affect the

productivity of only one group of firms; therefore, it is necessary to include a set of two-digit ISIC

sector and region dummies, as well as a set of time dummies.27

The third issue is simultaneity (more productive sectors could spend more on licensing). Thus,

27 An important thing to note here is that due to econometric constraints, it is not possible to include so many
dummies and at the same time calculate the standard errors using clustering at the industry-year level, thus
one way to overcome this is to drop all the firms that changed ei



the entire vector Θ in equation (12) can be correlated with the error term. As discussed in Lopez





in order to estimate the coefficients (Panel IV). The last method takes into account all the different

issues and estimates the model using instrumental variables in first differences (Panel IV FD).

Since the Panel IV in first differences estimation is the appropriate estimation method, the results

provided in this paper correspond to this estimation method.30

Moreover, note that in every specification of the model without the IPR reform, the sample is

reduced because if I use the entire sample it would be misspecified since there was an IPR reform

in 2005. Results are presented in Table 9:

Table 9: Spillover Effects Under Different IPR Measures
(Panel IV in First Differences)

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Horizontal Spillovers -1.57 0.05 -0.07

(1.37) (0.57) (0.28)

Backward Spillovers 4.85*** 2.66*** 1.20***

(1.13) (0.72) (0.46)

Forward Spillovers -0.70 -1.33 -0.19

(2.24) (0.81) (0.48)

IPR Fraser -0.54**

(0.23)

IPR Fraser x Horizontal Spillovers -0.02

(0.07)

IPR Fraser x Backward Spillovers -0.31***

(0.10)

IPR Fraser x Forward Spillovers 0.23**

(0.09)

Dummy IPR 0.11***

(0.04)

Dummy IPR x Horizontal Spillovers -0.09

(0.21)

Dummy IPR x Backward Spillovers -0.87***

(0.29)

Dummy IPR x Forward Spillovers 0.71**

(0.28)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.26 0.38 0.40

Observations 2,884 8,932 8,932

R-squared 0.01 0.00 0.00

Time, Industry and Region Dummies YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

For the estimation without the IPR change, if the estimation







a change in the IPR regime and its effect on different productivity level firms.

Results for the model without any IPR effects are reported in Table 10 in the Appendix. In

all cases, the estimation was done using Panel IV in first differences estimation. In this case, when



Table 11: Spillover Effects by TFP Quartile with Fraser IPR Measure

Dependent variable: log (TFP) Quartile 1 Quartile 2 Quartile 3 Quartile 4

Horizontal Spillovers 3.71* 1.20 1.02 -1.93***

(2.10) (1.20) (0.79) (0.52)

Backward Spillovers 11.20*** 6.46*** 0.74 5.91***

(3.81) (2.08) (1.36) (1.17)

Forward Spillovers -10.85*** -4.68*** -1.96* -0.54

(2.55) (1.75) (1.12) (1.15)

IPR Fraser -1.20 -0.48 -0.19 -1.26*

(0.92) (0.42) (0.42) (0.66)

IPR Fraser x Horizontal Spillovers -0.24 0.07 -0.13 0.21***

(0.23) (0.12) (0.08) (0.05)

IPR Fraser x Backward Spillovers -1.41** -0.79** -0.13 -0.63***

(0.56) (0.31) (0.17) (0.14)

IPR Fraser x Forward Spillovers 1.15*** 0.19 0.26** 0.35***

(0.22) (0.16) (0.12) (0.13)

Foreign Ownership -0.04 0.07 0.12 0.04

(0.19) (0.10) (0.18) (0.06)

Market presence -0.43** -0.14** 0.07 -0.03

(0.17) (0.07) (0.05) (0.05)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.12 0.41 0.81 0.76

Observations 1,818 2,240 2,355 2,519

R-squared 0.03 0.02 0.01 -0.01

Time, Industry and Region Dummies YES YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table 12: Spillover Effects by TFP Quartile with Dummy IPR Measure

Dependent variable: log (TFP) Quartile 1 Quartile 2 Quartile 3 Quartile 4

Horizontal Spillovers 2.62* 1.54* 0.48 -0.95***

(1.37) (0.82) (0.50) (0.36)

Backward Spillovers 4.52** 2.79*** -0.02 3.10**

(1.94) (0.94) (0.98) (1.23)

Forward Spillovers -5.35*** -3.73*** -0.81 0.98

(1.90) (1.20) (0.76) (1.30)

Dummy IPR 0.19 0.20*** 0.11 0.12

(0.16) (0.08) (0.08) (0.09)

Dummy IPR x Horizontal Spillovers -0.76 0.17 -0.42* 0.62***

(0.63) (0.33) (0.24) (0.15)

Dummy IPR x Backward Spillovers -4.07*** -2.23** -0.37 -1.88***

(1.57) (0.89) (0.49) (0.40)



Another important result when analyzing productivity quartiles is that there is evidence of

negative forward linkages in low productivity firms, which was not present in the result for the

entire sample. These negative forward linkages for low productivity firms could be explained by the



Table 14: Spillover Effects by Size Quartile with Fraser IPR Measure

Dependent variable: log (TFP) Quartile 1 Quartile 2 Quartile 3 Quartile 4

Horizontal Spillovers -1.48 3.47*** 0.67 -1.11

(1.06) (0.58) (1.17) (0.97)

Backward Spillovers 6.14*** 2.03* -0.54 2.52*

(1.59) (1.19) (1.05) (1.32)

Forward Spillovers 0.30 -7.48*** -1.09 0.82

(1.56) (1.52) (1.57) (1.37)

IPR Fraser -1.01* -0.06 -0.13 -0.94**

(0.53) (0.33) (0.27) (0.39)

IPR Fraser x Horizontal Spillovers 0.06 -0.19** -0.02 0.06

(0.10) (0.07) (0.13) (0.12)

IPR Fraser x Backward Spillovers -0.61*** -0.16 -0.02 -0.34*

(0.22) (0.17) (0.15) (0.17)

IPR Fraser x Forward Spillovers 0.17 0.32 0.19 0.13

(0.15) (0.20) (0.17) (0.15)

Foreign Ownership 0.20*** 0.09 -0.01 0.05

(0.04) (0.15) (0.13) (0.09)

Market presence -0.26 -0.13 -0.03 -0.01

(0.17) (0.10) (0.04) (0.05)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.25 0.41 0.45 0.03

Observations 2,039 2,006 2,273 2,614

R-squared 0.01 0.00 0.00 0.01

Time, Industry and Region Dummies YES YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Results using the dummy IPR measure are depicted in Table 15. These results are in line with

the main result of positive backward linkages, mainly in smaller firms.

4.6 Robustness tests

4.6.1 Issues with firms exiting the market

As depicted in Figure 3, there has been a clear decline in the number of firms in the manufacturing

sector in Chile after 2005. The change in the number of firms co



Table 15: Spillover Effects by Size Quartile with Dummy IPR Measure

Dependent variable: log (TFP) Quartile 1 Quartile 2 Quartile 3 Quartile 4

Horizontal Spillovers -1.17 2.59*** 0.64 -0.84



4.6.2 Specification Issues

Since equation (13) has three different terms that are derived essentially from the horizontal linkages

equation (9) where Hjt depends on the level of licenses paid in one industry. It is possible to think

that there is a high correlation between this variable and the backward spillover effects variable Bjt

and the forward spillover effects variable Fjt.
34

In order to ensure that this plausible correlation does not affect the results, four different spec-

ifications will be tested: one where there is no foreign presence; one where there are no horizontal

spillover effects; one where there is no foreign presence nor horizontal spillover effects; and finally

one where there is a different use of instrumental variables. All the results are depicted in the

Appendix. Recall that the original specification was:

∆log(TFPijrt) =α1 + β1∆Hjt + β2∆Bjt + β3∆Fjt + β4∆(Hjt × IPRt)

+ β5∆(Bjt × IPRt) + β6∆(Fjt × IPRt) + γ1∆Mijrt

+ γ2∆Oijrt + θ1∆FDISjt + θ2∆FDIDjt

+ θ3∆FDIUjt + θ4∆Herfjt + θ5∆Expjt + ∆εijrt

Where Hjt are Horizontal Spillovers; Bjt are Backward Spillovers; Fjt are Forward Spillovers;

Mijrt is the Market Presence of the firm (domestic, exporter, or both); Oijrt is the Ownership of

the firm; FDISjt is FDI in the same industry; FDIDjt is FDI in Downstream industries; FDIUjt

is FDI in Upstream industries; Herfjt is the Herfindahl Index; and Expjt is the exports to sales

ratio by industry.

4.6.2.1 No foreign presence

In this case, equation (13) is replaced by:

∆log(TFPijrt) =α1 + β1∆Hjt + β2∆Bjt + β3∆Fjt + β4∆(Hjt × IPRt)

+ β5∆(Bjt × IPRt) + β6∆(Fjt × IPRt) + γ1∆Mijrt

+ γ2∆Oijrt + θ4∆Herfjt + θ5∆Expjt + ∆εijrt

(14)





4.6.2.4 Different use of IV

Another check that we can perform is to use the following equation:

∆log(TFPijrt) =α1 + β2∆Bjt + β3∆Fjt + β5∆(Bjt × IPRt) + β6∆(Fjt × IPRt)

+ γ1∆Mijrt + γ2∆Oijrt + θ4∆Herfjt + θ5∆Expjt + ∆εijrt

(17)

However, now there is a major difference with the previous case since Horizontal Linkage vari-

ables are not used as instruments. Results for the unbalanced panel are depicted in Table C.8.

When analyzing these results, it is still possible to see positive backward spillovers, plus the fact

that the IPR reform had a negative effect on those spillover effects.

Again, an important thing to note here is that there seems to be a negative forward spillover

effect, which was not present before. Also, there is evidence of a positive effect of the IPR reform

on these spillovers. When using a balanced panel, depicted in Table C.9, the results regarding the

IPR reform are confirmed.

5 FDI vs. Licensing

5.1 Empirical approach

Since the change in the IPR law constitutes a treatment-effect type of estimation, I will use a

Difference-in-Differences (DD) approach, where the main assumption is that firms that were “tech-

nology intensive” before the reform would have the same evolution in inward FDI as firms that were

not “technology intensive” in the absence of the reform.

5.1.1 Generating test and comparison groups

In order to have a valid interaction term in equation (18) below, it is crucial to have valid test

and comparison groups. Note that this section uses the data a
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5.3 Results

The results obtained after using specifications (18) and (19) are depicted in Table 17. As expected,

the interaction term of IPR has a negative effect on the level of



Table 17: Foreign Presence Hypothesis

(1) (2) (3) (4)

VARIABLES fdikstock fdikstock license license

Fraser IPR x Tech -0.03*** 122.30**

(0.01) (62.16)

Dummy IPR x Tech -0.09*** 346.16**

(0.02) (163.63)

Exchange Rate -0.00 -0.00 17.09** 17.54**

(0.00) (0.00) (7.49) (7.61)

Inflation 0.00 0.00 -41.82* -44.10*

(0.01) (0.01) (22.18) (23.51)

Size 0.06*** 0.06*** -87.19* -84.53*

(0.02) (0.02) (49.49) (49.36)

Market 0.12** 0.13** -29.32 -34.52

(0.06) (0.06) (115.01) (116.35)

Dummy IPR 0.01 143.12

(0.03) (97.60)

Fraser IPR 0.00 49.50

(0.01) (34.33)

Observations 714 714 714 714

R-squared 0.80 0.80 0.90 0.90

Time Trend YES YES YES YES

Industry Dummies YES YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

6 Conclusions

The importance of FDI for economic growth has been emphasized throughout economic literature.

Moreover, developing countries rely on FDI as a source of technology transfer and innovation. Thus,

it is important to clarify the most effective channels through which a developing country can benefit

from technology advancements in developed countries.

In the present state of globalization, IPR is an important factor that affects the decision of

MNEs to invest abroad. This has been shown in previous studies that find that stronger IPR lead

to higher and more quality in FDI.

This study sheds some light on the importance of licensing as a technology diffusion mechanism.

The present study constitutes a contribution in that sense to the existing literature. Most studies



period.

Moreover, due to the implementation of a stronger IPR reform in Chile in 2005, it is possible

to analyze the effect that this change has on how technology is diffused within the same industry

as well as intra-industries. In order to do so, I used two different measures of IPR, and I also used

the Chilean 2003 input-output table in order to capture the linkages between sectors.

The main contribution of this paper is to show how different economic policies can affect different

sectors in the economy. In this case, it was possible to show that increasing the strength of IPR

would lead to smaller backward linkages, reducing the spill
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in the production function are not chosen independently. The clearest case is that any firm would

determine their labor inputs according to its productivity, and thus creating a correlation between

the level of inputs chosen and the productivity shock that is observed by the firm but not by the

econometrician.

Thus, if the firm has knowledge of ωijrt, it would affect the choice of inputs. If there is a positive



estimation). Thus, the production process is assumed to be:

Y
it

= A
it
K

βk

it
L

βl

it
(23)

C.3.1 Index numbers

This approach does not rely on a functional form of the production function. It relies on a theoretical

approach to estimate the relation between inputs and output without the necessity to specify an

exact production function. The basic idea of this approach i



ment of the firm is a monotonically increasing function of productivity and existing capital.

If the relationship is monotonically increasing, as explained in Arnold (2005), the investment

decision is a function of the productivity (ωit) and the capital stock:41

iit = it(ωit, kit)

This relation can be inverted and we have a function for productivity that depends on investment

and capital:

ωit = ht(iit, kit)

Then the estimating equation becomes:

yit = βllit + βkkit + ht(iit, kit) + ηit

We can define the function:

ωit = βkkit + ht(iit, kit)

Thus for the first step, the estimating equation becomes:

yit = β0 + βllit + φ(iit, kit) + ηit

Since the functional form of φ(.) is unknown, it can be approximated non-parametrically by a third

or fourth degree polynomial. Thus, in the first stage, both β̂l and φ̂ can be estimated using regular

Ordinary Least Squares (OLS).

In the second step, they introduce a correction for the selection bias (exit decision). Exit is

conditional on the realization of productivity, with a given threshold for firms to exit. Both are

unknown functions of investment and capital, and they can be estimated through a probit regression

for exit. Thus, in the second step, the probability of survival P̂it is estimated.

Also, since β̂l has been consistently estimated in the first stage, then it is possible to form a new

41 For ease of exposition I will only include one variable that represents labor, although in this study I use skilled
and unskilled labor as two different inputs.
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function Vit = yit − β̂llit and estimate:

Vit = βkkit + g(φit−1 − βkkit−1) + f(φit−1 − βkkit−1)P̂it + ηit (25)

Where g(.) and f(.) are unknown functions and are therefore estimated using a polynomial approx-

imation as in the first step. However, it is worth noting that in this stage, since there is a given

structure for βk, then this equation has to be estimated using Non Linear Least Squares. Once

we have estimates of equation (25) then we obtain consistent estimates of βl and βk, enabling the

construction of TFP.

However the main limitation of this methodology is that there could be a large number of “zero”

investment observations (not all firms invest every single period). Thus a considerable amount of

information is potentially lost.

C.3.3 Levinsohn and Petrin

Since Olley and Pakes (1996) assume that there is a monotonic relation between investment and

productivity, then, in order to use that method it is necessary that all the observations with zero

investment are dropped from the sample.





ht(iit, kit). Consider the production function in logs:43

yit = βllit + βkkit + ωit + ηit (27)

Then, following LP, the intermediate input function is:

mit = mt(ωit, kit)

Which is assumed to be monotonic and can be inverted, yielding:

ωit = ht(mit, kit)

Now, in order to take into account the collinearity issues discussed above, we should have:

lit = lt(ωit, kit) = lt(ht(mit, kit), kit) = gt(mit, kit)

If we substitute this into equation (27):

yit = βlgt(mit, kit) + βkkit + ht(mit, kit) + ηit

Then the estimating equation becomes:

yit = β0 + φ(mit, kit) + ηit (28)

In this equation, φ(mit, kit) combines all the production function terms, including lit. Moreover, βl is

not identifiable from this equation, however; the φ(.) function can be estimated non-parametrically

following the spirit of OP and LP. Therefore, it is possible to obtain values of φ̂



procedure described in the Olley and Pakes section, equation (25):

Vit = βllit + βkkit + g(φit−1 − βkkit−1 − βl l





C.4 Robustness tests

Table C.2: No Foreign Presence

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Horizontal Spillovers 0.02 -0.25 -0.21

(0.96) (0.46) (0.24)

Backward Spillovers 4.15** 3.37*** 1.41***

(1.80) (0.58) (0.44)

Forward Spillovers -2.52** -1.22* -0.06

(1.20) (0.73) (0.39)

IPR Fraser -0.58***

(0.22)

IPR Fraser x Horizontal Spillovers 0.01

(0.06)

IPR Fraser x Backward Spillovers -0.40***

(0.05)

IPR Fraser x Forward Spillovers 0.23**

(0.09)

Dummy IPR 0.11***

(0.04)

Dummy IPR x Horizontal Spillovers -0.00

(0.17)

Dummy IPR x Backward Spillovers -1.10***

(0.15)

Dummy IPR x Forward Spillovers 0.70**

(0.28)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.21 0.65 0.65

Observations 2,884 8,932 8,932

R-squared 0.00 0.00 0.00



Table C.4: No Horizontal Spillovers

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Backward Spillovers 4.26*** 2.66*** 1.13***

(1.30) (0.55) (0.41)

Forward Spillovers -2.84*** -1.33*** -0.30

(0.79) (0.48) (0.29)

IPR Fraser -0.53**

(0.22)

IPR Fraser x Backward Spillovers -0.31***

(0.07)

IPR Fraser x Forward Spillovers 0.21***

(0.07)

Dummy IPR 0.10***

(0.03)

Dummy IPR x Backward Spillovers -0.90***

(0.21)

Dummy IPR x Forward Spillovers 0.61***

(0.20)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.63 0.62 0.63

Observations 2,884 8,932 8,932

R-squared 0.01 0.00 0.00

Time, Industry and Region Dummies YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table C.5: No Horizontal Spillovers
Balanced Panel

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Backward Spillovers 2.43 2.12*** 0.93**

(1.90) (0.67) (0.42)

Forward Spillovers -2.26* -1.56*** -0.51*

(1.16) (0.50) (0.26)

IPR Fraser -0.56***

(0.21)

IPR Fraser x Backward Spillovers -0.25***

(0.09)

IPR Fraser x Forward Spillovers 0.22***

(0.07)

Dummy IPR 0.13***

(0.03)

Dummy IPR x Backward Spillovers -0.71***

(0.25)

Dummy IPR x Forward Spillovers 0.63***

(0.20)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.12 0.63 0.62

Observations 2,409 7,227 7,227

R-squared 0.00 0.01 0.01

Time, Industry and Region Dummies YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table C.6: No Foreign Presence/Horizontal Spillovers

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Backward Spillovers 4.26*** 3.13*** 1.13***

(1.23) (0.44) (0.41)

Forward Spillovers -2.57*** -1.56*** -0.30

(0.73) (0.47) (0.29)

IPR Fraser -0.51**

(0.20)

IPR Fraser x Backward Spillovers -0.39***

(0.04)

IPR Fraser x Forward Spillovers 0.25***

(0.06)

Dummy IPR 0.10***

(0.03)

Dummy IPR x Backward Spillovers -0.90***

(0.21)

Dummy IPR x Forward Spillovers 0.61***

(0.20)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.31 0.78 0.62

Observations 2,884 8,932 8,932

R-squared 0.00 0.00 0.00

Time, Industry and Region Dummies YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table C.7: No Foreign Presence/Horizontal Spillovers
Balanced Panel

Dependent variable: log (TFP) No IPR Fraser IPR Dummy IPR

Backward Spillovers 3.65** 2.79*** 1.08***

(1.57) (0.55) (0.36)

Forward Spillovers -2.67*** -1.85*** -0.56**

(0.95) (0.46) (0.25)

IPR Fraser -0.53***

(0.20)

IPR Fraser x Backward Spillovers -0.35***

(0.06)

IPR Fraser x Forward Spillovers 0.27***

(0.06)

Dummy IPR 0.14***

(0.04)

Dummy IPR x Backward Spillovers -0.98***

(0.18)

Dummy IPR x Forward Spillovers 0.76***

(0.17)

Kleibergen-Paap LM Statistic (under-identification test) 0.00 0.00 0.00

Hansen J Statistic (over-identification test) 0.38 0.63 0.62

Observations 2,409 7,227 7,227

R-squared 0.00 0.01 0.01

Time, Industry and Region Dummies YES YES YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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D FDI Vs. Licensing

Table D.1: Descriptive Statistics (Low-Tech vs. High-Tech Firms)

Variable

Mean SD Min Max Mean SD Min Max

Capital Stock 1509.42 9322.24 0 680,000 8057.26 48590.63 0 953,000

% Domesic Capital 96.73 16.63 0 100 79.89 38.39 0 100

% Foreign Capital 3.26 16.59 0 100 20.11 38.39 0 100

Value Added 1758.89 8594.42 0 470,000 10496.43 66820.67 0.51 1,720,000

Sale of Production 2934.43 11245.13 0 367,000 16126 105000.00 0 1,770,000

Total Wages 331.84 1793.99 0 275,000 978.91 4879.48 1.87 205,000

Gross Production Value 4078.29 15670.79 2.28 504,000 24622.16 168000.00 6.17 3,480,000

Licenses and Foreign Assistance 4.12 72.84 0 5,578 63 515.47 0 11,864

Income Due to Exports 945.39 6913.39 0 311,000 3118.39 21210.31 0 401,000

Number of Skilled Workers 12.36 43.71 0 1,554 23.08 74.04 0 1,057

Skilled/Unskilled Workers Ratio 0.64 3.39 0 159 0.98 5.03 0 139

Skilled/Total Workers Ratio 0.24 0.3 0 1 0.24 0.29 0 1

Low-Tech Firms

 (31,300 firms)

High-Tech Firms 

(2,308 firms)
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